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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[4]
3GPP TS 28.105: "Management and orchestration; Artificial Intelligence/Machine Learning (AI/ML) management".

3
Rationale
This pCR is to add a new use case, potential requirements and a potential solution on Federated Learning Training. 

4
Detailed proposal
	Start of modification


5.1
Management Capabilities for ML training phase

5.1.X


Federated Learning Training

5.1.X.1
Description
Typical ML entity training methods aggregate data from distributed multi-vendor functions into a single central function. Federated Learning, however, enhances privacy of distributed multi-vendor functions (also referred to as FL clients), where instead of training a single ML entity at a central function (also referred to as FL aggregator), multiple ML entities are trained in parallel at the FL clients, utilizing the available local training data. 
Federated Learning training is an iterative process and can be summarized into four steps:

Step 1: FL client selection and local ML entity training - The FL aggregator selects the participant FL clients and asks them to train local ML entities and send locally trained ML entities back to the FL aggregator. 
Step 2: ML entities aggregation - The FL aggregator performs aggregation of the received locally trained ML entities from FL clients. 
Step 3: Sending aggregated ML entity - The FL aggregator sends the aggregated ML entity to all participant FL clients. 
Step 4: All participant FL clients update their respective ML entities with the received aggregated ML entity and continues the training.

After several iterations of local ML entities training and update exchanges between the FL aggregator and the participant FL clients, it is possible to achieve a global optimal ML entity. 
Note: A prior agreement needs to exist between the FL aggregator and the FL clients to exchange ML entities. Alternatively, exchanging of ML entities between the FL aggregator and the FL clients may happen only via secure encryption techniques enabling both the parties not to disclose any details (e.g., model parameters) about the ML entities itself. 
5.1.X.2


Use Cases
5.1.X.2.1
FL training initiation requested by FL management MnS consumer
The FL management capabilities are provided by an FL management MnS producer to one or more FL management MnS consumer(s). The FL training may be initiated by the request(s) from one or more FL management MnS consumers. The FL management MnS consumer may be for example a network function, a management function, or an operator.   

To initiate FL training, the FL management MnS consumer needs to specify in the FL training initiation request the inference type which indicates the function or purpose of the ML entity. The FL management MnS producer can initiate the FL training according to the designated inference type. The FL management MnS consumer may provide FL client selection policy, FL client selection priority list, FL aggregation policy, FL clustering priority list, FL model performance requirements to the FL management MnS producer. Following the FL training initiation request by the FL management MnS consumer, the FL management MnS producer provides a response to the consumer indicating whether the FL training initiation request was accepted. 

The FL management MnS producer performs the following:

· Selects the FL clients for ML entity local training in each iteration of FL training based on the FL client selection policy and FL client selection priority list.

· Aggregates the locally trained ML entities received from FL clients in each iteration based on FL aggregation policy.

· Provides the training results (including local model performance, aggregated model performance) to the FL management MnS consumer.
5.1.X.3
Potential requirements
REQ-FL_MGT-01: The FL management MnS producer shall have a capability allowing an authorized FL management MnS consumer to initiate the FL training.

REQ-FL_MGT-02: The FL management MnS producer shall have a capability allowing the authorized FL management MnS consumer to specify the FL client selection policies for the selection of FL clients in each iteration to perform local ML entity training. 
REQ-FL_MGT-03: The FL management MnS producer shall have a capability allowing the authorized FL management MnS consumer to specify the FL aggregation policies for the aggregation of local ML entities provided by the FL clients in each iteration.

REQ-FL_MGT-04: The FL management MnS producer shall have a capability to provide the training result to the FL management MnS consumer.
REQ-FL_MGT-05: The FL management MnS producer shall have a capability allowing an authorized FL management MnS consumer to manage the FL training process, including starting, suspending, or resuming the training process. 
5.1.X.4
Possible solutions

This solution introduces a new function and several new IoCs for interaction between FL Management MnS consumer and FL Management MnS producer to support FL training.
1) Introduce a new function to coordinate the FL training process among multiple ML training producers (e.g., FL clients). The function may be called the FL Aggregator Function. 

2) Introduce a new IoC (e.g., FL Training Initiation Request) to enable the FL Management MnS consumer to request initiating the FL training process in the FL Management MnS Producer. The IoC may include the following:
a. An attribute to indicate the inference type for which the FL training has to be initiated. 

b. An attribute to indicate the FL client selection method (e.g., random, round-robin, criteria-based). This is mandatory for the FL Management MnS Producer to select the FL clients that needs to participate in the FL training process.
c. An attribute to indicate the criteria (e.g., resource availability, data availability, power availability, energy consumption, training time consumption, geographical location area, mobility pattern) based on which the FL clients need to be selected by the FL Management MnS Producer. This is conditional mandatory as it is required only in case FL client selection method is criteria-based.

d. An attribute to indicate the FL aggregation method (e.g., averaging, clustering). This is mandatory for the FL Management MnS Producer to select the aggregation method to be used for aggregating ML entities received from multiple ML training producers (e.g., FL clients).

e. An attribute to indicate the FL clustering criteria (resource availability similarity, data availability similarity, power availability similarity, energy consumption similarity, training time consumption similarity, geographical location area similarity, mobility pattern similarity) based on which the FL clients need to be clustered before averaging the ML entities received from multiple ML training producers (e.g., FL clients). This is conditional mandatory as it is required only in case FL aggregation method is clustering-based.

f. An attribute to request for performance metrics related to the trained ML entities. This is optional and is of type modelPerformance.

g. An attribute to request for statistics (e.g., number of participant FL clients) related to FL clients. This is optional.

3) Introduce a new IoC (e.g., FL Training Completion Report) to enable the FL Management MnS producer to report the training results to the FL Management MnS Consumer. The IoC may include the following:
a. An attribute related to the achieve performance of FL training. This is optional and of type modelPerformance.
b. An attribute related to statistics (e.g., number of participant FL clients) of FL clients.

	End of modifications


